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g%a‘ é'{‘q Where did | start?
o How distant is A from B?
What is the shortest path from A to B?
Have | been here before?
How long until we get there?
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Can we teach agents to explore
partially observed environments?

Learning to Navigate
in Complex Environments

Piotr Mirowski*, Razvan Pascanu*, Fabio Viola, Hubert Soyer, Andy Ballard, Andrea Banino,
Misha Denil, Ross Goroshin, Laurent Sifre, Koray Kavukcuoglu, Dharsh Kumaran and Raia Hadsell

[MIT News / Photo: Mark Ostow]

) DeepMind arxiv.org/abs/1602.01783 (ICLR 2017)  RelaHadsell-Leaming to Navigate- 2018



Navigation mazes

DeepMind Lab

Within episode: =
Fixed goal (static or randomly changing b/w eplsodes)
Random respawns

b DeepMind Raia Hadsell - Learning to Navigate - 2018



Given sparse rewards... ... explore and learn spatial knowledge

Accelerate reinforcement learning through auxiliary losses
Derive spatial knowledge from auxiliary tasks:

Depth prediction

Local loop closure prediction
Assess navigation skills through position decoding

u DeepMind Raia Hadsell - Learning to Navigate - 2018



Agent training

Advantage actor critic reinforcement learning
Vv [Mnih, Badia et al (2015)
v “Asynchronous Methods for Deep Reinforcement Learning”]
: Agent observes state s; and takes action a;
(pollcy LSTM )
C Value V(s¢; 6yv) and policy 7r(at |st; 0)

are updated with estimate of policy gradient
given by the k-step advantage function A

Policy term: Vo log m(a|se; 0) A(se, ar; Ov)
k—1 .

A(se, ap;0v) = Z‘Y’Ttﬂ' + YV (83445 0v) — V(45 6v)
1=0

G DeepMind Raia Hadsell - Learning to Navigate - 2018



Navigation agent architectures

depth -:,\v\/v
pol|cy LSTM

Hiddens
A

pollcy LSTM
LSTM
C

rewardi.1

velocityt,
actiont-1

G DeepMind Long Short-Term Memory (LSTM) Raia Hadsell - Learning to Navigate - 2018



Results on large static mazes

Depth prediction as auxiliary task
outperforms using depth as inputs

200 | — FF A3C* (81) —— RGBD Nav A3C (97)
—— LSTM A3C* (154) —— Nav A3C+D (101)
Nav A3C* (157) 100

Nav A3C+L(181)
150 | — Nav A3C+D1 (192)
—— Nav A3C+D2 (199)

Importance of auxiliary tasks

Nav A3C+D1D2L (191)
Human expert (172)

Reward at goal

100
50
50
0 0
0.0 1.0 0.0 0.2 0.4 0.6 0.8 1.0
led le8
Environment steps Environment steps
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» 3D, first person environment
* partially observed
» procedural variations

... but it’s not real
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Can we solve navigation tasks in the real world?

Learning to Navigate
in Cities Without a Map

Piotr Mirowski*, Matthew Koichi Grimes, Mateusz Malinowski, Karl Moritz Hermann,
Keith Anderson, Denis Teplyashin, Karen Simonyan, Koray Kavukcuoglu,
Andrew Zisserman and Raia Hadsell

;ﬁ DeepMin d arXiV.Org/a bs/1804.00168 Raia Hadsell - Learning to Navigate - 2018



Can we solve navigation tasks in the real world?

Google j
Street View

0 DeepMind Raia Hadsell - Learning to Navigate - 2018



Street View as an RL environment;:

™ DeepMind

oogle Maps

graph

RGB panoramic image
(we crop it and render at 84x84)

Actions:

g . Mmove to the next node,
turn left/right

>

Raia Hadsell - Learning to Navigate - 2018



New York, London, Paris
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e 14,000 to 60,000 nodes (panoramas) per “city”, covering range of 3.5-5km
e Discrete action space allows rotating in place and stepping to next node
e Multi-city dataset and RL environment will be released later this year

b DeepMind Raia Hadsell - Learning to Navigate - 2018



The Courier Task
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The Knowledge

e Test to get a black cab license in London

e Candidates study for 3-4 years

e Memorize 25,000 roads and 20,000 named locations 1 !“ ‘»’

iia

their hippocampuses are ‘significantly enlarged’. ==l u/f

e By the time they’ve passed the exam,

Woollett & Maguire. 2011. Acquiring “the Knowledge” of London’s Layout Drives Structural Brain Changes. Current Biology

) DeepMinc Raia Hadsell - Learning to Navigate - 2018
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The Courier Task

Random start and target
Navigation without a map
Reward shaped when close to goal (<200m)
Actions: rotate left, right, or step forward
Inputs for the agent at every time point t:

o 84x84 RGB image observations

o landmark-based goal description
YA X

poal oiae g,
-’ la':IDIEIl
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Architecture

S X, a,r, [Mnih, Badia et al (2015)

a. GoalNav agent Asynchronous Methods for Deep Reinforcement Learning”]

O DeepMind Raia Hadsell - Learning to Navigate - 2018



& DeepMind

Architecture
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a. GoalNav agent b. CinyiNav agent
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Reward at goal

Successful learning on all 3 cities

New York City around NYU Central London
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Analysis of goal acquisition
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c DeepMind

Examples of 1000-step episodes

Examples of value function for the same target
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Generalization on new goal areas

Goal locations held-out during training
and landmark locations

3 DeepMind
& Deep

GRID TRAIN TEST
SIZE | REWARDS | REWARDS TFaAlL T%
FINE 655 567 11% 229
MEDIUM 637 293 20% 184
COARSE 623 104 8% 243

Table 1. CityNav agent same-city generalization performance (goal
acquisition reward) when separating a training and a held-out set
of destination locations shows that the agent performs worse as
the size of the held-out area increases. In addition to the reward
metric and a fail metric, wea also compute the half trip time ("I’:z ,
or the number of steps necessary to reach halfway to the goal) o
understand the lower performance.

Raia Hadsell - Learning to Navigate - 2018
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Multi-city modular transfer

Given a sequence of cities (regions of NYC), compare the following
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single joint modular transfer
Successful navigation in target city, Moreover, we note that the transfer
even though the convnet and policy LSTM are frozen success is correlated to number of cities
and only the goal LSTM is trained. seen during pre-training.
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Many thanks to many collaborators!

» Learning to navigate in complex environments (ICLR 2017)

Piotr Mirowski*, Razvan Pascanu*, Fabio Viola, Hubert Soyer, Andy Ballard, Andrea Banino,
Misha Denil, Ross Goroshin, Laurent Sifre, Koray Kavukcuoglu, Dharsh Kumaran and Raia Hadsell

» Learning to navigate in cities without a map (NIPS 2018)

Piotr Mirowski*, Matthew Koichi Grimes, Keith Anderson, Denis Teplyashin, Mateusz Malinowski,
Karl Moritz Hermann, Karen Simonyan, Koray Kavukcuoglu, Andrew Zisserman, Raia Hadsell

www.deepmind.com www.raiahadsell.com



